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Social spider optimization (SSO) is a new nature-sBpired algorithm of the swarm intelligence field to global optimization
applications, based on the simulation of cooperativbehavior of social-spiders. To enhance the perfimance of the standard SSO, a
modified SSO (MSSO) approach based on beta distriltion was proposed in this paper. In order to verifythe performance of the
MSSO, tests using Loney’s solenoid benchmark and larushless DC (Direct Current) motor benchmark are ealized to evaluate the
effectiveness of the SSO and the proposed MSSO. Siation results and comparisons with the SSO demotrated that the
performance of the MSSO approach is promising in elctromagnetics optimization.

Index Terms—Electromagnetic optimization, Metaheuristics, Sodil-spider optimization.

analytical objective function. The box constraintre
[. INTRODUCTION 0<s<20m and 0<l| < 20cm . The upper half plane of the

ATURE-INSPIRED ALGORITHMS of the swarm intelligence axial cross-sec’fion of the system is presentedgnlF
field perform powerfully and efficiently in solvinglobal i | b

optimization problems. Recent research studies [, in [[comectingeoit | | comecting coil 7y =001l m
optimization field have led to the development afwn =009 m
approaches that exhibit certain advantages overe mor - Al
traditional techniques in various aspects. 74=0036m
Recently, the social spider optimization (SSO),aleped by :I -~ e = 22:2?22:‘ -
Cuevas et al. [3], was proposed. SSO is a swaretliggnce ' y z

. i zp 7
method based on the features of cooperative behafio Fig. 1. Axial cross-section of Loney’s solenoid gep half-plane).

social-spiders. Being a stochastic search pro&S€) is not
free from false and/or premature convergence, éspeover Ill. BRUSHLESSDC MOTORBENCHMARK

multimodal fitness landscapes. _ _ This optimization problem is characterized by five
The main contribution of this paper is to modifyeth continuous design variables. As variables are bstegor
classical SSO to achieve a better exploration/édgtion iameter DJ), magnetic induction in the air gaps), current
trade-off when applied to continuous optimizatiaigems. density in the conductorss)( magnetic induction both in the
The proposed modified SSO (MSSO) is based on beigeth B;) and back ironB.J). In this problem, the efficiency
distribution to tune the control parameters. To destrate the of the motor is to be maximized (which is equivalén
effectiveness of the proposed MSSO, the Loney'®rmtl minimizing the motor losses). Furthermore, the eob is
problem [4], [5] and a brushless DC (Direct Curjemibtor subject to six inequality constraints which areated to
optimization benchmark [6] are solved. technological, and operational and consideratic@ganding
The remainder of this paper is organized as folldection the specific wheel motor. Constraints are handled penalty
Il and Ill provide the description of the two optimation method in the SSO and MSSO approaches.
benchmarks. Section IV covers background infornmatio the

SSO and MSSO. Section V presents the results and IV.  DESCRIPTION OF THESSOAND MSSO
discussions. Finally, we present concluding remanksthis In the following sub-sections, the procedures & 850
work in Section VI. and the MSSO are briefly described.

A. The Classical SSO

The steps of the classical SSO algorithm can bevsarized
as follows [3]:

[I. LONEY'S SOLENOID DESIGN
Loney’s solenoid benchmark problem is a testbedhef

rough object_ive function _surface t_ypical_ O_f_ manyStep 1 Initialize the male and female spiders in the
electromagnetic problems. It is a numerically dirditioned population:

problem to find the dimensions called positibnand size ) Step 2Calc,:ulate the radius of mating;

of two coils to generate possibly uniform magnéetd on the  gtep 3 Calculate the fitness of each spider;

segment @&, z). This is a minimization problem with non- Step 4 Calculate the weight of every spider in termsitsf



fitness;

SQP and ACO, which is most probably the globalroptn of

Step 5 Move female spiders according to the femaléhe problem. The best solution wag= 201.2 mmBe= 0.6481

cooperative operator;

Step 6 Move male spiders according to the male cooperati
operator;

Step 7 Perform the mating operation;

Step 8 If the stopping criteria is met, the processimished;
otherwise, go back tStep 3

B. The Proposed Madified SSO (MSSO)

The balance between exploitation and exploratioet y
preserving the same population, i.e. individualsowiave
achieved efficient exploration (female spiders) ardividuals
that verify extensive exploitation (male spiderah de found
using adaptive operators.

In the proposed MSSO, the control parametgrand S
(details in [3]) are adjusted using beta distribatinstead to
random numbers between [0,1] as in the classic@. She
use of the beta probability distribution [7] can bseful to
preserve diversity, avoids the premature convergeand
helps to explore hidden areas in the search spagegdthe
optimization process. Moreover,
distribution is that it describes probability deies with
various shapes on the interval [0,1].

V.OPTIMIZATION RESULTS

In the following sub-sections, the results for theo
optimization cases are presented.

A. Results for the Loney’s Solenoid Design

The following parametric setup was used for tes$&D
and MSSO approaches: population size equal to 2@rsp 30
runs and the stopping criterion is 150 generatiolrs.
particular, three different basins of attractionladal minima
can be recognized in the domainfafith values off > 4-10°
(high level region), 3-18f <4-10® (low level region), and
f<3.10° (very low level region — global minimum region).

Table | summarizes the optimization results of SS@
MSSO. A result with boldface means the best valngsrms
of minimum and mean valuesfifiound in Table I.

As seen from Table I, MSSO outperforms SSO in tesins
the mean and minimum objective values in 30 ruie Best
result (minimum) using MSSO presentied 2.0666- 18 with
s=11.4704 cm antl= 1.4347 cm. On the other hand, the be
f value using SSO was with= 11.4351 cm antk 1.4148 cm.

TABLE |
RESULTS INTERMS OF THEOBJECTIVE FUNCTION IN 30 RUNS
f(s, 1)- 108
Obtimizer Minimum Mean Maximum | Standard
P (Best (Worst) Deviatior
SSC 3.805¢ 1784.950. | 8412.360 | 1680.918
MSSO 2.0769 539.1621| 7430.3010| 1232.810

B. Results for the Brushless DC Motor Design

The following parametric setup was used for tes3&D
and MSSO approaches: population size equal to i2ersp 30
runs and the stopping criterion is 40 generations.

It can be observed in Table Il that the best sotutf the
MSSO in 30 runs converged to the same solution doowm

35)

T, 6 = 2.0437 AImmf, By = 1.8 T andB.s = 0.8959 T. In this
case, the obtained total mass was 15 kg.

TABLE Il
RESULTS USINGDIFFERENTOPTIMIZERS

Optimizer n OF*

Sequenti¢ quadratic rogramming (SQP)8] 95.32 9C
Genetic algorithm (GA) [9] 95.31] 338(
GAand SQP [9] 95.31 1644
Ant colony optimization (ACO) [10] 95.32 120(

Particle swarm optimization (PSO) [10] 94.98 1600

SSO 94.98 1000

The proposeMSSC 95.3:2 100(

* OF: number of evaluations of the objective function

VI. CONCLUSION

The computational drawbacks of classical derivatissed
numerical methods to solve this optimization prablbave
forced the researchers all over the world to rely o
metaheuristics.

one advantage ofa be The purpose of this work is to demonstrate thatgtmf the

proposed MSSO to optimize the Loney’s solenoid and
brushless DC motor benchmark. Based on prelimingsults
in Tables | and Il, the MSSO offers good perforneamten
compared with the other tested optimization apgreac

Future research may focus on integrating the MSS® w
opposition mechanisms [11].
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